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Abstract. Task-parallel runtime systems have to tune several parameters and take scheduling decisions during program execution to achieve the best performance. In order to decide whether a change was beneficial to the program performance, the runtime needs some kind of feedback mechanism on the progress of the program after such a parameter change was performed. Traditionally, this feedback is derived from metrics only indirectly related to the progress of the program.

To mitigate this drawback, we propose a fully automatic compiler analysis and transformation which generates progress estimates for sequential and OpenMP programs. Combined with a runtime system interface for progress reporting this enables the runtime system to get direct feedback on the progress of the executed program.

We based our implementation on the Insieme compiler and runtime system and evaluated it on a set of eight benchmarks representing a variety of different types of algorithms. Our evaluation results show a significant improvement in estimation accuracy over traditional estimation methods, with an increasing advantage for larger degrees of parallelism.

1 Introduction

A modern runtime system needs to tune several operational parameters to better utilize the underlying hardware and achieve high performance. Examples for this kind of decisions are where to best apply dynamic voltage and frequency scaling (DVFS) [9], how to adjust the granularity of tasks or controlling the amount of parallelism [5], and scheduling decisions in case a runtime system is responsible for the co-scheduling of multiple programs [13,6,10].

In order for the runtime system to measure the effectiveness of the decisions it took and reach the most effective combination of parameters, it requires some kind of feedback mechanism which provides information about the performance consequences of parameter changes – a progress metric. The system can then monitor the progress development and judge whether or not a particular parameter change was beneficial – enabling it to steer towards optimal settings.

In practice, there are several ways for a runtime system to estimate an application’s current progress. An obvious candidate for this kind of progress information are CPU counters. A runtime system can monitor the development of certain counters and thus reason about the amount of work the application
has carried out in a given timeframe. However, there are several drawbacks to this approach: i) the CPU counters do not have a direct relationship to the application’s progress; ii) counter values will also be influenced during the time spent within the runtime system itself, thus skewing the obtained results; and iii) the use of CPU counters is not portable and the desired counters might not be available on the given target hardware.

A runtime system can also take advantage of its internal state to estimate an application’s progress. The runtime’s task throughput is a measure of how many tasks the system finished within a given timeframe and thus is also related to the progress of the executed program. This approach has the advantage that the required values are already available in the runtime system or can be added easily without any application code modifications or special permission requirements. On the other hand, this approach is often coarse-grained and not very accurate.

Another popular alternative to the use of counters is manual instrumentation of the input code to inform the runtime system of an application’s progress. This eliminates the platform dependent implementation and also is not influenced by time spent within the runtime system itself. However, this method requires a very good understanding of the input program as well as the runtime system, needs to be done manually for each program, and, due to these factors, is often either quite coarse-grained and inaccurate or labor-intensive.

To mitigate these drawbacks, we propose a novel, fully automatic compiler-based analysis and transformation to achieve accurate progress estimations in parallel applications. This enables a low-overhead and platform-independent way for parallel runtime systems to obtain direct feedback on the program’s progress upon parameter changes. Our concrete contributions are as follows:

- A compiler based progress estimation analysis and transformation supporting sequential as well as parallel OpenMP input programs.
- An application programming interface for progress information collection and reporting in the runtime system.
- An implementation of the compiler analysis and runtime system facilities based on the Insieme compiler and runtime system [7].
- An evaluation of the achieved progress estimation accuracy of eight benchmark applications on a shared memory system running in different configurations, along with a comparison with the use of CPU counters, task throughput metrics and manual code instrumentation.

2 Motivation and Related Work

Any dynamic optimizing runtime system can take advantage of obtaining a progress estimation directly from the scheduled entities. This way, the system can evaluate the choices and parameter tuning it applied and thus steer the scheduling towards optimum settings.

Deriving an absolute progress completion rate towards application termination is unattainable for most non-trivial programs. Thus, one form of a good progress estimation would be a value which increases linearly and monotonously
with the relative progress of an application. As long as the scheduled program can perform the same amount of useful work towards its goal in two observational timeframes, it should also report the same relative progress estimate.

Fig. 1 shows an illustration of different progress reporting methods during the runtime of an application by plotting the relative reported progress against the normalized time. The figure shows the results for all the progress estimation methods we evaluated in this paper for the NPB FT benchmark running with 64 threads (cf. Section 4). A good reporting method would report a value very close to the shown ideal line at any point during the execution. As we can see in this example, some progress estimation methods fail to achieve this criterion. This is the case for both counter approaches, which behave differently in the sequential and parallel phase of this benchmark’s execution. The task throughput as well as the manual estimation approach both suffer from their coarse-grained accuracy, essentially rendering them useless for any kind of decision feedback. Our automatic approach on the other hand is able to estimate the progress quite well for most parts of the program execution.

The importance for direct feedback on the progress of scheduled applications has already been well established in the past. There is a wide body of work which tries to base scheduling decisions on the progress made by the scheduled applications to achieve optimal throughput. An example for this is the work by Wu et al. [13], where the authors introduce the concept of an application’s progress based on the number of CPU cycles executed during a scheduling period. The goal of this work is a fair scheduling between equally-weighted processes where each of the applications can progress the same amount. Feliu et al. [4] follow a very similar approach. The progress of a process gets estimated by co-scheduling it in a low-contention scenario and thereby determining the maximum possible executed instructions for a given timeframe. By comparing the actual CPU counters with the maximum achievable value they determine the relative progress and use this value to create a fair co-scheduling between different processes.
The same approach has also been applied to scheduling kernels on GPUs by Anantpur et al. [1]. Lee et al. [9] additionally use counter measurements to decide when and where to best apply DVFS for reduced energy consumption while still maintaining set performance constraints. The approach presented here does not rely on CPU counters and has a more direct relation to an application’s progress, enabling us to deliver more accurate and platform-independent results.

Instead of using CPU counters, Goel et al. [6] take scheduling decisions based on observing input/output events as well as inter-process communication. The approach presented by Georgakoudis et al. [5] takes into account several performance indicators and tries to build a speedup model to quantify the resulting limitations to scalability. These approaches are highly dependent on the behavior of the monitored applications, and certain programs might not generate such events for most part of their execution, resulting in unreliable estimates.

Steere et al. [10] recognize the need for a direct progress reporting mechanism between a program and its environment for improved scheduling decisions. However, they also acknowledge that it is advisable to keep these two software domains not too tightly interlocked. As a solution, they propose a symbiotic interface where e.g. the application notifies the operating system about data buffers and their fill-levels, enabling the latter to reason about the application’s progress. The runtime interface proposed by our approach offers a way of directly reporting progress to the surrounding runtime system without burdening application developers with this task, as the invocations of this interface are created automatically with the help of a compiler component.

3 Method

Our approach combines a compiler analysis component with a task-parallel runtime system. Fig. 2 provides an overview of our proposed method. As a first step, the input program is translated into a parallelism-aware intermediate representation (IR) by the compiler frontend 1. This IR is then analyzed by our progress estimation component, which will insert reporting nodes at the appropriate locations 2. The compiler backend 3 then creates the output code to be compiled against the runtime system, resulting in the final program binary 4. The full implementation presented in this paper is publicly available 1.

3.1 Compiler Component

As we wanted our analysis to distinguish between sequential and parallel progress of an application, we decided to base it on a compiler with support for parallelism awareness in its intermediate representation. For this reason, we chose the Insieme research compiler system with its INSPIRE IR [8], as it allows us to capture the parallel semantics of a variety of input languages. While some parts of our analysis are currently tailored for OpenMP-specific semantics, it is easily extensible to other input languages supported by the Insieme compiler system.

1 Full implementation along with instructions and evaluation script available at https://github.com/insieme/insieme/tree/progress_estimation
Compiler Analysis The foundation for our progress estimation is a modified and extended variant of the effort estimation component presented by Thoman et al. [11,12]. This analysis allows us to generate effort estimations for arbitrary code parts. In this work, we define the progress of an application as the accumulated effort of its statements. In the analyses and transformations presented here, we use the same notations as Thoman et al. with the following extensions:

- `is_compound(n)` Checks whether the node `n` is a compound statement.
- `is_exit_point(c, n)` Checks whether node `n` is an exit point in compound `c`.
- `all_child_statements(c)` Returns all child nodes of the given compound `c`.
- `get_effort(n)` Returns the effort estimation for node `n`.
- `replace_child(c, o, n)` Replaces child `o` of node `c` with `n`.
- `insert_reporting_call(c, s, p)` Inserts a reporting node with progress `p` above node `s` in the compound statement `c`, returning zero.
- `insert_reporting_call_at_end(c, p)` Inserts a reporting node with progress `p` at the end of the compound statement `c`, returning zero.
- `conditional(cond, then, else)` Refers to a conditional statement with its condition `cond` and the branch compound statements `then` and `else`.
- `loop(cond, body)` Refers to a loop with its condition `cond` and the body `body`.
- `all_reporting_addresses(n)` Returns a set of all addresses rooted at node `n` to progress reporting nodes in any child node of `n`, at arbitrary depth.
- `is_openmp_{parallel/single/master}(n)` Checks whether node `n` represents the respective OpenMP construct in INSPIRE.
- `mark_reporting_{parallel/sequential}(n)` Replaces reporting node `n` with a specialized parallel or sequential version.

Progress Report Generation: A simplified version of the algorithm used to generate progress reportings is depicted by Algorithm 1. In a first phase, the analysis traverses all functions of the program. The `handle_compound` function gets passed the body, the current progress `p` and a flag `r` indicating whether or not to unconditionally report `p` at the end of the function. Each function body is analyzed statement by statement, and the effort for all the statements is evaluated (line 19). The effort of the current statement is aggregated in the current `progress estimation value` `p` (line 27). Before `p` would overflow a configurable threshold value `l`, we insert a new IR node into the body reporting the current value of...
p, and reset p to the effort of the current statement (lines 23–25). This aggregation is applied to every statement within the compound, but several types of statements require special treatment:

- Nested compound statements are handled by recursion (lines 3–5).
- For conditional statements, we accumulate the effort for evaluating the condition (line 7) and then continue to evaluate for each branch individually, reporting at the end of each branch (lines 8–11).
- Before a loop is entered, the current value of p is always reported (line 14). Within the loop, the progress is reported before any exit-point of the loop, as well as at the end of each iteration.

Also, before each exit-point of a function, the current value of p is reported unconditionally (lines 20–21). However, in order to reduce the number of reporting instances and thus the program execution overhead, we remove instances reporting only very small values in single exit-point functions and annotate the functions with the reported value as unreported progress. Whenever a statement calls such a function, we then add the unreported progress to the current accumulation and thus effectively inline the progress reporting in this case. This optimization is not shown in Algorithm 1 for brevity.

Parallelism: This phase of the analysis is responsible for differentiating between reports in sequential and parallel code. In a second pass through the whole program we traverse all reporting nodes which have been created by the first phase. A simplified version of this transformation pass is outlined in Algorithm 2. The context of each reporting within the program is analyzed for the parallelism at its code location. This is achieved by traversing the path from each reporting location backwards up to the root of the program (line 3). We then decide on the parallel context based on what kind of OpenMP construct we meet first (lines 4 and 7). The reporting nodes are then transformed into specialized versions representing sequential or parallel progress respectively (lines 9–12). Note that, if the same function or set of functions is called in both sequential and parallel contexts, this will generate two distinct versions of these functions in the output program – this is an aspect of our automatic compiler-based system which is particularly cumbersome to replicate in a manual approach.

Tunable Parameters Our compiler component has a small set of tunable parameters influencing its behavior:

- The most important one is the progress reporting threshold l. This is the value above which the aggregated progress will lead to a new progress reporting node being generated within the code.
- We implemented an optimization which can be beneficial for programs which contain many very fine grained conditional statements. This optimization will – after the normal handling of conditional statements – compare the reported progress of both branches. If the reported values differ only by an
Algorithm 1 Handle Program Flow

$l$ the progress reporting threshold

1: function HANDLE_COMPOUND($c, p, r$)
2:   for all $s \in$ all_child_statements($c$) do
3:     if is_compound($s$) then
4:       ($s', p) \leftarrow$ HANDLE_COMPOUND($s, p, \perp$)
5:       REPLACE_CHILD($c, s, s'$)
6:     else if $\exists$ cond, then, else | $s = \text{conditional}(\text{cond}, \text{then}, \text{else})$ then
7:       $p \leftarrow p +$ \text{get_effort}(\text{cond})
8:       ($\text{then}', \_ ) \leftarrow$ HANDLE_COMPOUND($\text{then}, p, \top$)
9:       REPLACE_CHILD($s, \text{then, then}')$
10:      ($\text{else}', \_ ) \leftarrow$ HANDLE_COMPOUND($\text{else}, p, \top$)
11:     replace_child($s, \text{else, else}')$
12:     else
13:       $p \leftarrow 0$
14:     end if
15:   end if
16: end for
17: if $r \land p > 0$ then
18:   $p \leftarrow \text{insert_reporting_call_at_end}(c, p)$
19: end if
20: return ($c, p$)

Algorithm 2 Handle Parallelism

$m$ the main program node

1: for all $r \in$ all_reporting_addresses($m$) do
2:   par $\leftarrow \perp$
3:   for all $n \in$ reverse_sequence($r$) do
4:     if is_openmp_parallel($n$) then
5:       par $\leftarrow \top$
6:       break
7:     else if is_openmp_single($n$) $\lor$ is_openmp_master($n$) then
8:       break
9:   end if
10: make_reporting_parallel($r$)
11: else
12: make_reporting_sequential($r$)
Listing 1. Runtime system API for progress reporting

```c
// report sequential/global progress
void irt_report_progress(uint64_t progress);

// report parallel/per-worker progress
void irt_report_progress_thread(uint64_t progress);
```

amount less than a user-provided threshold, the reportings will be removed from the conditional branches and the analysis will continue after the conditional with the average of the removed values.

– As a last pass of the transformation, we optionally remove reportings of very small values. This is useful for programs with very intricate and tightly nested control flow, where the normal algorithm would lead to a large number of reporting nodes, each of them reporting only tiny amounts of progress.

All of these parameters can be tuned for a given use case, either to reduce the runtime overhead of our progress reporting method at the cost of slightly reduced accuracy, or alternatively to increase accuracy while potentially introducing more overhead. The default values for these parameters are set to result in reasonable compromise between low overheads and good prediction accuracy for sequential and parallel code parts alike, as shown in Section 4.

3.2 Compiler Backend

In the backend of the compiler, the reporting IR nodes need to be translated into calls which will use the runtime system’s reporting facilities. The sequential and parallel version of our reporting nodes are translated into distinct runtime function calls, with the reported progress estimate being an argument of the call.

3.3 Runtime System

We extended the Insieme runtime system to support reporting of sequential as well as parallel (per-worker) progress. The runtime interface (cf. Listing 1) consists of two functions which can be used to report progress. For our prototype implementation, a periodic maintenance task within the runtime system is responsible for collecting and combining the reported progress. This thread then prints the combined application progress, allowing us to evaluate the accuracy of our approach. Additionally, these reporting facilities can also be used to implement task throughput estimation as well as manual progress reporting which we used for comparison purposes in our evaluation.

4 Evaluation

Each progress estimation method we investigated comes with a set of requirements and in return offers some features. Table 1 summarizes these properties.
Table 1. Requirements and feature set of different progress estimation methods

<table>
<thead>
<tr>
<th>Requirement</th>
<th>CPU Counters</th>
<th>Task Throughput</th>
<th>Manual</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Code Access</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Program Understanding</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Special Permissions</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature</th>
<th>CPU Counters</th>
<th>Task Throughput</th>
<th>Manual</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform Independence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Program Independence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fine Granularity</td>
<td>✓</td>
<td>(✘)</td>
<td>✓</td>
<td>(✘)</td>
</tr>
<tr>
<td>Constant Accuracy</td>
<td>✓</td>
<td>(✘)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Low Runtime Overhead</td>
<td>✓</td>
<td>✓</td>
<td>(✘)</td>
<td>✓</td>
</tr>
<tr>
<td>Unskewed Estimate</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Per-Worker Estimate</td>
<td>✗</td>
<td>✗</td>
<td>(✘)</td>
<td>✓</td>
</tr>
</tbody>
</table>

Tracking an application’s progress using CPU counters might require certain special permissions on some hardware platforms. More crucially, not every platform will provide all counters which we might be interested in, and different programs might be best measured by distinct counters. On the other hand, we get a very fine grained estimation with minimal overhead. However, by relying on CPU counters we work with estimates which are inherently influenced by work spent within the runtime system itself and can not get per-worker estimates.

Using the runtime’s task throughput does not impose any additional requirements on the execution, as this value is readily available or easily added to an existing runtime system. However, this method does not allow per-worker performance estimates and also might work poorly with certain kinds of programs which do not produce many tasks. This also implies that its accuracy is often very fluctuating and also rather coarse-grained.

Manual and automatic compiler generated progress estimations both require the application source code in order for the necessary reporting calls to be inserted. Granularity, accuracy as well as the runtime overhead for manual estimation highly depends on how well the programmer understands the program and places the reporting calls. Most often, the result has low estimation overhead with coarse granularity and varying accuracy. Per-worker estimations are rather hard to achieve with manual progress estimation, as any code parts used in both sequential and parallel contexts have to be duplicated.

By generating the reporting calls automatically with the help of a compiler, we can mitigate most of the disadvantages of manual progress reporting, while leveraging its advantages. What remains is a certain overhead at runtime, due to the high number of reporting calls generated for high accuracy. In some programs, these overheads can be quite large and thus render a naive implementation of this approach infeasible. However, these overheads can be minimized by adjusting the tunable parameters of the compiler component (cf. Section 3.1).
4.1 Evaluation Setup

The hardware platform we are using for our evaluation is a quad-socket system with four Intel Xeon E5-4650 processors. The 8 cores (or 16 hardware threads) of each CPU are clocked at 2.7 GHz. On the software side, the system is based on CentOS 7.4 running kernel version 3.10.0-693.2.2.el7. All binaries are compiled with GCC 6.3.0 using -O2 optimizations. The thread affinity for all the executions has been fixed with a fill-socket-first policy. Each experiment has been executed ten times and we are always reporting the average values achieved.

We evaluated five different progress estimation methods in this paper, namely i) CPU counters for executed instructions; ii) CPU counters for executed floating point instructions; iii) task throughput statistics gathered in the runtime system; iv) manual progress estimation; and v) automatic compiler generated progress estimation as proposed in this paper.

4.2 Benchmarks

To evaluate the approach presented in this paper we chose a set of benchmark applications representing real-world application kernels. Table 2 lists the benchmarks used along with their origin. Most of the benchmarks originate from NASA’s parallel benchmark suite [2], with the remainder being derived from the Barcelona OpenMP tasks suite [3].

4.3 Estimation Overhead

The measured overheads averaged by benchmark are shown by Fig. 3. The overhead values reported are relative to the execution of the unmodified benchmarks. Measuring the overheads did produce rather unreliable results for some benchmarks, as they showed some jitter in their execution times between successive runs at higher levels of parallelism. This is caused mainly by the non-deterministic task scheduling and work-distribution of these benchmarks.

As expected, we can observe that the overheads for both CPU counting approaches are negligible in all cases, as reading out these values during program execution should not cause significant overheads. The rather large negative overhead for the floating point counter estimate for the UA benchmark is a result of the execution time jitter described above, indicating that an uncertainty range of around 1% has to be considered for overhead evaluation in this benchmark.

Estimating the progress with the help of the runtime’s task throughput should also not have a lot of influence on the program execution time. Still,
we can observe some small negative overheads for FT as well as IS, but especially a relatively significant negative overhead for the EP benchmark. Also interestingly, on average, the manual estimation method seems to actually speed up the execution of several evaluated benchmarks.

We investigated this behavior in detail, and determined that the reduction in runtime in these benchmarks is related to changes in the binary layout which occur due to the inclusion of additional functions related to progress reporting. These layout changes affect L1 instruction cache effectiveness, particularly for EP, and are not specific to the methods we are investigating – even adding or removing unrelated functions in the same translation units causes similar effects.

Regarding our automatic progress estimation, we can note that it shows some minor performance overhead for certain benchmarks, while it seems to improve the performance for others. The latter behavior is caused by similar effects related to the binary layout of functions in GCC as observed for the other progress metrics. Crucially, the performance overhead for our automatic progress estimation approach is less than 2% in all benchmarks.

4.4 Estimation Accuracy

For assessing the quality of the reported progress of our evaluated estimation methods we chose to employ the mean squared error (MSE) calculation:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2$$

We average the squared difference between every normalized progress report $Y_i$ and the expected value $\hat{Y}_i$ during program execution. The latter is derived as an ideal progress estimation based on constructing a perfectly linear metric after program completion. The smaller the reported MSE, the better the estimation.

For averaging MSE values, we average over the magnitude of the error rather than the absolute value to avoid a single bad pulling the final average to non-representative high values:

$$AVG_{mag} = \frac{1}{m} \sum_{j=1}^{m} \log_{10}(MSE_j) \quad AVG\_MSE = 10^{AVG_{max}}$$

Fig. 3. Overheads for the evaluated progress estimation methods by benchmark
Accuracy by Benchmark  Fig. 4 shows the accuracy achieved for each benchmark. All methods are able to achieve very good estimations within about the same order of magnitude for the BT and UA benchmarks. The same holds true for the EP benchmark, with the exception of the task throughput method. Also for the CG benchmark all evaluated methods result in a similar accuracy of the predictions. For the remaining four benchmarks, the achieved accuracy often diverges between the different methods by one or more orders of magnitude, with the Alignment-Benchmark being the most extreme example.

Accuracy by Threads  The accuracy achieved by averaging our results across thread counts instead of by benchmark is shown in Fig. 5. We can observe that the estimation accuracy seems to be best for a low number of threads. The accuracy then decreases until we reach the worst results with the maximum number of threads evaluated. Moving from using all available cores to also running on all hardware threads does not have much influence on the estimation accuracy.

Regarding the specific estimation methods, we can observe that:

- The use of instruction CPU counters results in better estimates than the use of floating point CPU counters, regardless of the number of threads.
- Both counter-related estimates have a rather large drop in accuracy when moving from running on a single CPU socket to multiple sockets (16+ threads), with not too much change further on.
- The accuracy achieved by relying on the task throughput estimation is always very bad.
- Results for the manual progress estimation often fall between the accuracy achieved by the use of instruction counters and floating point counters for lower thread counts, but still are always worse than the results for our automatic estimation method.
- The automatic estimation yields the best results overall for any number of cores used, with the advantage over counter based methods increasing with higher numbers of threads.
The final point regarding parallelism is particularly encouraging for our approach: with hardware architectures continuously increasing in the number of cores and hardware threads per socket, it indicates that a parallelism-aware compiler-supported approach such as ours is more suitable for progress estimation on such highly parallel hardware than any of the established alternatives.

5 Conclusion

In this work, we presented a novel and fully automatic compiler analysis and transformation to generate progress estimations for OpenMP programs. Our approach provides the runtime system with direct feedback on the progress of an application, without having to resort to metrics only indirectly related to the application’s progress or requiring a manual per-application implementation effort. This feedback can be used by the runtime system to measure the effectiveness of parameter changes and thus steer the execution towards optimal settings.

We evaluated our implementation on a set of eight benchmark applications implementing a wide variety of different types of algorithms. The achieved results show a good accuracy of our progress estimation, out-performing any other evaluated progress estimation method for any degree of parallelism evaluated. Crucially, the accuracy advantage of our automatic approach is increasing with a higher degree of parallelism, indicating it to be a valid approach for highly parallel future computing systems.

The work presented here offers several extension opportunities for future research. The compiler analysis itself can be further optimized to generate less reporting calls and thus runtime overhead for code parts which can be fully statically analyzed (e.g. loops with statically constant boundaries). Additionally, the set of tunable parameters of our transformation could be extended to enable a more fine-grained tradeoff between accuracy and runtime overheads. Orthogonally to the improvements of the compiler parts, future research also includes taking advantage of the generated progress estimations in the runtime system. The good accuracy of the provided estimations enables further runtime optimizations ranging from improved scheduling decisions to energy optimizations.
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